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• New drug development poses significant challenges and is a resource-
intensive undertaking.

• The clinical trials stage carries a considerable risk of failure, with failure rates 
reaching up to 90%.

• AI technology has emerged as a transformative solution capable of expediting 
the drug development process.

• However, successful implementation of AI requires a specialized team of highly 
qualified professionals, including AI engineers, data scientists, big data analysts, 
and IT developers.

• The scarcity of highly skilled AI professionals makes it challenging to assemble
and manage the necessary expertise.

• Hiring and retaining these specialists demands careful consideration of 
recruitment strategies and effective administration.



SOLUTION

– OncoUnite: A game-
changing SaaS AI-driven 
platform for simulating clinical 
trials

– Harnessing the power of 
digital twins of patients for 
precise testing

by



ABOUT THE PRODUCT
Key Features:

• Gold-standard datasets and state-of-the-art algorithms
• Cutting-edge techniques and proprietary know-how
• Instant generation of digital patients with specific diagnoses
• Testing therapeutic effects of molecules on digital patients

User-Friendly Interface:
• OncoUnite is designed for end-users
• No IT background required to operate the system
• Intuitive interface for seamless user experience

Maximizing Success:
• Utilizing computer experiments to adjust clinical trial protocols
• Optimization of trial protocols for increased success rates



5

OUR CUSTOMERS

• Clinical trials virtual 
modeling: portfolio
success estimation, 
due diligence of 
incoming molecules

• Search for 
perspective unmet 
medical needs: 
subgroups discovery

Venture capital funds BD departments in pharma R&D facilities in pharma

• Market launch 
modeling: priority, 
comparison, revenue 
forecast 

• RWE/RWD research: 
opportunities, 
competitors analysis, 
unmet medical 
needs  

• Lab experiments 
emulation: PoC, in 
vitro, in vivo, clinical

• Biomarkers 
development:
clarification and 
correction of the
clinical trials protocol

• Patient therapy 
selection: genomic 
profiling, biomarkers, 
targeted and 
immune drugs, 

• Patient relevance 
for clinical trials: 
outcome forecast

Clinics, CRO, physicians
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THE ONCOUNITE PRODUCT MODULES
1. In-vivo experiment: digital twins of animals and patients, 

clinical trials modeling comparative analysis, KM curves, 
therapy selection

2. OMICS data processing tool: interpretation of NGS, 
transcriptomic, proteomic data – for scientific and clinical 
purposes

3. NLP search: RWE/RWD data from open databases (Pubmed, 
forums, etc), health records, clinical studies – for proprietary 
databases creation

4. Launch forecast: revenue prognosis, market share prediction, 
competition analysis 
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TOP TASKS OF OUR CUSTOMERS

1. Repurposing / retargeting: patient share, efficacy comparison, biomarker 
identification

2. Clinical trials protocol optimization: virtual CT
3. Determination of the conditions for the use of the created drug: search 

for combinations in which it is optimal to use the developed drug
4. Patient therapy selection: targeted and immune drugs, relevance for 

clinical trials with forecasting
5. Market launch estimation: priority, comparison, revenue forecast 
6. RWE/RWD research: opportunities for new drugs development and sales, 

analogues and competitors analysis, unmet medical needs  

We offer pre-combined tools from our modules for most popular cases: 



CONTINIOUS COLAB WORK – FOR SUCCESSFUL ITERATIONS
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Launch 
forecast

Clinical 
trials 

modeling

Extrapolation 
from in-vivo to 

humans

D r u g  d i s c o v e r y

Cancer 
biologists

Chemists Cell biologists Biologists, 
clinicians
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Physicians Business 
analysts

Users are different at each stage, there can be many iterations, and their presence in one process is convenient
OncoUnite unites everyone and realizes the interests of each of them, without the need for integration

Molecules 
discovery

Perspective 
leads

Feedback

D r u g  d e v e l o p m e n t

SEAMLESS DATA INTEGRATION



SEAMLESS DATA INTEGRATION
Target ID

Drug-
protein 

interactions

NLP 
information 

search

in-vivo 
experiments 

prognosis
Drugs 

repurposing

from in-vivo 
to humans

Clinical 
trials 

modeling

Launch 
forecast

Customer’s 
data global 
warehouse

Advantages:

• safe and complete data
increases value at 
acquisition
• no need to integrate 

different software solutions
• easy transfer of data from 

stage to stage: data from 
already conducted digital 
experiments
• convenient teamwork

potential 
targets (genes 
/ proteins)

actionable 
targets,
lead-like 
molecules

RWE / RWD 
search results

preclinical 
study 
protocols

Patient 
profiles, 
cohorts data

response rate,
indications
biomarkers

Effectiveness
populational 
statistics,
trial protocol 
features



CLINICAL TRIALS AI SIMULATION MODULE - VIEW
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• Kaplan-Meier curves for given 
arms

• Response types and rates

• Iterative process

• Automated search for optimal 
conditions



NOVELTY
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- "End user platform": Designed directly for pharmaceutical 
industry professionals - No IT or bioinformatical experience 
required.

- Seamless SaaS solution: Eliminating technical issues and 
complexities.

- "Turn-key" approach: Save time and resources with pre-
configured modules, no installation required.

- Enhancing predictive capabilities: Empowering users to 
incorporate additional user-owned data for improved accuracy and 
quality of predictions.



TRACTION

• Contracts for drug development AI support with big 
pharma:

• Contract for patients modeling with clinical cancer center

• B2C solution for patients for cancer therapy selection: 
over 4000 sales

• Microsoft Technology Partner status

12



ULTIMATE ADVANTAGES: WHY CHOOSE OUR PRODUCT?
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Time advantage:
• we have already tested a large number of hypotheses, choosing only working

ones
• proprietary knowledge base: all the necessary databases are already

collected in one place and formatted properly
• tested usability was successfully used by numerous clients
Expenses advantages:
• no need to create a department of AI engineers and developers, for a

development and R&D process lasting at least a year
Complexity of creation “in-house” alternative:
• many different ways of implementation: data representation and fine tuning

input parameters
• well-coordinated pipeline: algorithms that fits to each other



USAGE
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Use OncoUnite for:

• Populational analysis: perspective niches, unmet medical need
• Clinical trials planning: prediction of success rate, discovery of weak

points in protocol
• Relevance of the patient to the trial
• Trial protocol optimization after ”in-silico” tests
• Drugs repurposing based on historical and fundamental data



WHAT’S INSIDE
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Data bases of drugs registered for
particular disease

Sources

Models: deep learning neural networksCase studies based on publicly available
data bases (TCGA)

Cell lines with genomic profiles
(CCLE, GDSC)

Biological mechanisms of the cell (NLP &
NER search)



THE CORE TEAM
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Seva, PhD in Bio
CSO
• Biochemistry scientist 
• 12 yrs in cell & molecular 

biology 
• 50+ papers on cancer biology 

and drug discovery

Dima, PhD in Tech
CEO
• Bio-mathematician
• Entrepreneur in innovations 
• 15 yrs in data science 
• 17 papers on AI & cancer 

genomics 
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Abstract PO-045: Machine learning for predicting overall survival using whole exome
DNA and gene expression data and analyzing the significance of features
Dmitrii K. Chebanov, Nadezhda S. Tatevosova, and Irina N. Mikhaylova

Article  Info & Metrics

Abstracts: AACR Virtual Special Conference on Artificial Intelligence, Diagnosis, and Imaging;

January 13-14, 2021

Abstract

The aggressiveness of a tumor depends on its genomic profile. Accordingly, it should be expected

that the overall survival of cancer patients also depends on this, in particular, on the number and

nature of mutations and the degree of gene activity. In this work, we try to predict overall survival by

the genomic profile of the tumor, both by primary DNA and by RNA activity. One of the objectives of

the study is to compare which of the presented baseline data better predict overall survival. The

data were taken from the pan-cancer TCGA database (33 types of cancer) on DNA and gene

expression. They were split into 2 datasets: DNA data only and expression only. In the DNA data,

we select only pathogenic and likely pathogenic variants. The total number of genes containing

these mutations was 1806, they are accepted as features. In the expression data, we selected only

those genes that belong to the cancer-related pathways in the KEGG database (1821 genes). As a

prediction effect for both datasets, a 3-year OS was chosen. Accordingly, if a patient crossed the

three-year line of OS, he was considered a positive example, otherwise - a negative one. The DNA

dataset contained 2159 positive examples and 1687 negative examples. The expression dataset

contained 3363 positive and 2212 negative ones. Machine learning algorithms have been

implemented using python 3. To determine the significance of the features, we used the Lasso

linear regression algorithm with 5-fold cross validation. The result was obtained in the form of list of

genes ordered by decreasing importance on the effect. In the DNA dataset, the algorithm selected

64 significant genes, including a sign (plus or minus) indicating an influence on a positive or

negative effect, and a coefficient indicating the relative strength of an influence. For example, age

81-90 and EGFR mutations were at the negative end of the scale, while stage I and HRAS

mutations were at the positive end. In the RNA dataset, the algorithm selected 75 of such important

genes. At the negative end of the scale there were age 81-90 and changes in CDK6 expression, at

the positive end - stage I and changes in RPS6 expression. Only 11 of significant features were

shared across the two datasets. To predict the effect, we used a logistic regression algorithm with 5-

fold cross-validation. Receiver characteristic curves (ROC), reflecting the sensitivity and specificity

of the classification, were evaluated by the area under the curve (AUC). For the DNA dataset, the

mean ROC-AUC for the 5 predictions was 0.72 (0.64-0.77), for the RNA dataset 0.74 (0.69-0.77).

Predicting overall survival is essential for planning treatment strategies and selecting patients for

clinical trials. Sufficiently high indicators of the classification quality show that this approach makes

March 2021
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Abstract A32: Identifying actionable pathway malfunction scores with ML algorithm for
omics data
Dmitrii Chebanov, Nadezhda Tatevosova, and Irina Mikhaylova
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Article  Info & Metrics

Abstracts: AACR Special Conference on the Microbiome, Viruses, and Cancer; February 21-24,

2020; Orlando, FL

Abstract

Background: Driver mutations are traditionally considered as actionable biomarkers for targeted

drugs, but the resistance and relapse effects often occur even when these events are precisely

discovered. At the same time, primary DNA mutations can be only the triggers for cell malignancy

and further development of the tumor occurs due to following pathways imbalance, which may be

reflected in gene expression. The goal is to detect preaffected pathways that are most close to the

oncogenic affected state, so during the treatment strategy planning we could consider these

pathways as the next potential targets after nonresponse or relapse.

Methods: We took the data from TCGA Pan-Cancer Atlas on whole-exome sequencing and RNA

expression for 33 cancers. Mutations were filtered based on their pathogenicity (1,2). The training

set included data on mutations and corresponded RNA levels of 1821 cancer pathways-related

genes (3). ML method-logistic regression, with 5-fold cross-validation with a test set, was realized

on Python 3.7.

Results: Using gene expression data, 9 most common actionable events were predicted:

oncogenic mutations affecting Ras, Raf, Ras/Raf/MEK, PI3K, CDK protein families, amplifications of

EGFR, ERBB2, CDK4 genes, with an accuracy of 80% - 93%. Results were the probabilities of

events: range 10-30% occurrence is shown.

Discussion: We considered the obtained molecular events probabilities as the scores of

corresponding pathways’ malfunctions. For some molecular events, more than one-third of patients

has >10% affected (unbalanced) pathway state. This approach after validation can be used in

clinical research practice for patient cohorts risk stratification, or as additional reinforcement for drug

companion tests.

References: 1. COSMIC; 2. Chakravarty et al., 2017a; 3. KEGG.

Citation Format: Dmitrii Chebanov, Nadezhda Tatevosova, Irina Mikhaylova. Identifying actionable

pathway malfunction scores with ML algorithm for omics data [abstract]. In: Proceedings of the

AACR Special Conference on the Microbiome, Viruses, and Cancer; 2020 Feb 21-24; Orlando, FL.

Philadelphia (PA): AACR; Cancer Res 2020;80(8 Suppl):Abstract nr A32.

©2020 American Association for Cancer Research.
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Abstract PO086: Method for predicting the effectiveness of the developed immune
dendritic cell vaccine in melanoma patients based on cell surface antigens and machine
learning with non-classical logic
Dmitrii K. Chebanov, Irina N. Mikhaylova, and Nadezhda S. Tatevosova

Article  Info & Metrics

Abstracts: AACR Virtual Special Conference: Tumor Immunology and Immunotherapy; October 19-

20, 2020

Abstract

Patients data: We had 39 patients of 2 categories: with an objective response on dendritic cell

vaccine therapy (20) and with disease progression without a response (19). All of them had 21

biomarkers (antigen concentration) as features. The positive effect means that the patient

responded to therapy. The features data has quantitative (continuous) values, but we made it

categorical by determining the 6 intervals, so each of the biomarkers was replaced with 6 encoding

(‘dummy’) variables with possible values 1 or 0, depending on if the patient’s biomarker value

belongs to this interval.

Methods: The machine learning algorithm for response prediction is called JSM method for

automatic support of scientific research (JSM method ASSR). It allows conducting a plausible

reasoning that is realized in hypotheses generating and keeping only those that remain after each

database enlargement. The reasoning is based on the similarity of the objects, that can be obtained

with patients’ (objects’) features intersection using the statements from the set theory. According to

it, the object is representing by a set of features, and hypotheses about its belongings to a class are

also sets of features, that are specific for the current class. So, for each class there is a separate

amount of hypotheses is generating. On the prediction stage each object given for the prediction is

being checked for how many hypotheses are entering into it, or, in other words – is a subset of this

object. Based on this information prediction is making: it depends on which hypotheses (of which

class) are prevailing in entering in the object. This kind of machine learning approach also allows us

to get the reasons why the particular object is classified into his class. So it can be used not only for

the classification problem but also for the knowledge discovery about effects’ reasons. We divided

the database into 2 batches: source base (18 objects) and first enlargement (17 objects) for the

learning, and the rest 4 objects were left for testing. The source base and its enlargement are being

permutated during the learning process for more reliability and robustness. We applied a cross-

validation, according to which each object was at least 1 time in the test group. So it was 10

learning launches with predictions: 9 with 4 test examples and the rest 1 - with 3 test examples.

Results: On all 10 cross-validation launches, there were 26 correct predictions. Also were 5 cases

with a failure, 5 false-positive predictions, and 3 false-negative ones. Recall of the model was 85%,
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Intellectual Mining of Patient Data with Melanoma
for Identification of Disease Markers and Critical Genes

D. K. Chebanova, * and I. N. Mikhaylovab, **
aRussian State University for the Humanities, Moscow, Russia

bBlokhin National Medical Research Center of Oncology of the Ministry of Health of the Russian Federation, Moscow, Russia
*e-mail: chebanov.dk@gmail.com

**e-mail: irmikhaylova@gmail.com
Received July 22, 2019

Abstract—Genotypic (DNA mutations) and phenotyping data on patients with melanoma are analyzed to
identify markers of early disease diagnosis and critical involved genes. An optimal mining method was chosen
from those that are traditionally used in the field. This method allows one to analyze a set of terms. Automatic
and interactive approaches were performed, which both allow a considerable reduction in the computational
requirements. New melanoma-associated genes and candidate relapse markers were identified. Data mining
was performed with the JSM method of automated support of scientific research (JSM ASSR).

Keywords: artificial intelligence, oncology, genotypic data, phenotypic data, mutations, JSM ASSR method
DOI: 10.3103/S0005105519050066

INTRODUCTION
Oncologists work with a large amount of data on

patient genotypes and various methods of therapy.
However, tools are needed to effectively processes
these data to conclusively predict the clinical condi-
tion, which is necessary to identify the treatment level
or in disease monitoring, and to obtain new knowledge
on the nature and roots of pathogenesis to make a
valuable contribution to the development of treatment
of malignant tumors.

Melanoma, a malignant skin tumor that is charac-
terized by rapid growth and spreading, is among the
most dangerous types of human cancer. Although
treatments have been developed, they often do not
provide a lasting therapeutic response. One of the
problems in treatment design is the identification and
targeting of DNA mutations in tumor cells that are
involved in disease pathogenesis and their inactivation
for effective tumor therapy.

Another problem is frequent relapses, i.e., the dis-
ease recurs after apparently successful therapy. Proper
and timely detection of relapse is needed for effective
treatment. Unfortunately, many techniques for relapse
detection are efficient only at later stages when the dis-
ease already has had time to invade the body again.

Contemporary fundamental molecular biology has
shown that cancer is caused by DNA damage, mostly
mutations (structural changes in the DNA molecule).
Mutations alter the amino-acid composition of the cor-
responding protein products, which initiates pathologi-

cal processes in cells that lead to tumor development.
Currently, several thousand tumor-associated muta-
tions have been discovered. Tumor origin and patho-
genesis critically depend on DNA mutation combina-
tions (3–7 mutations in general [1]), which translates to
large volumes of information, which are often not easily
handled by oncologists without advanced techniques of
computer data analysis. Thus, the experts require tools
for automated support of scientific research (ASSR) to
deal with large complex data.

DNA analysis is becoming a part of clinical oncol-
ogy in Russia. Thus, detection of the V600* mutation
in the braf gene is a prerequisite for the application of
targeted braf inhibitors (vemurafenib, dabrafenib, and
others). Diagnosis of melanoma using genetic meth-
ods is expected to develop further as novel drugs are
designed.

Hence, high precision methods of identifying a
patient’s clinical condition with cancer-related
molecular genetic data are under development.

The problem tackled in this study consists of the
two tasks.

1. Identification of remission (absence of disease
symptoms) and relapse (potential recurrence of the
disease) in patients with malignant skin melanoma.
This is essential for individual patient monitoring,
relapse syndrome prevention with clinical care, and
assignment of patients to risk groups.

2. Classification of mutations with previously
unknown functions according to their pathogenic

THE JSM METHOD OF AUTOMATED RESEARCH SUPPORT 
AND ITS APPLICATION IN INTELLIGENT SYSTEMS FOR MEDICINE

…AND OTHER
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